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Summary:  The investigation of the seasonality of  a disease is an important objective in many epidemiological

studies.  Two  statistical  methods  (Edwards'  and  Walter-Elwood   methods)  are  described  here  to  detect  cyclic

trends in  time of  birth  of  children  diagnosed  with  acute lymphoblastic  leukaemia  (ALL)  aged  0 -  4  year .  We

found  evidence  of  seasonality  related  to  month  of  birth  with  peaks  in  February  and  August.  Both  peaks

correspond  to  previous  findings  and  could  reflect  the  seasonality  of  infectious  diseases  in  temperate  climates:

respiratory  virus  infections  (for  example,  influenza)  show marked  seasonality  occurring  in  the  winter  months,

and gastrointestinal infections peaks in the summer months. 
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1. INTRODUCTION
Infection has long been suspected as a possible factor in the etiology of acute lymphoblastic leukaemia (ALL)[1].
A  cyclic  trend  in  occurrence  could  be  interpreted  as  supportive  evidence  of  an  etiology linked  to  exposure  to
infection. The investigation of seasonality, or cyclic variation of a disease frequency throughout a year has been
of  great  interest  to  researchers  in  various  medical disciplines.  Various  methods  of  estimating  and  evaluating
cyclic trends have been reported. The methodology for studying seasonal variation ranges from simple graphical
methods to more advanced techniques which are more efficient and mathematically sophisticated. The simplest
method for the detection of seasonal variation in disease risk is the Pearson chi-square test, defined as the sum of
square of the deviations divided by the expectation, which has n - 1 degrees of freedom (d.f.). This is a poor test
for detecting a cyclic trend as of the n - 1 degrees of freedom only one or two are likely to be necessary to specify
any  biologically  meaningful  type  of  trend  (Ho  was  uniform  distribution  throughout  the  year  )  Instead  of  the
Pearson  chi-square  test  the  Edwards’  test  has  been  used  by  epidemiologist  [2].  This  test  was  generalized  by
Walter and Elwood in 1975 [7]. These two statistical methods and their application to detect cyclic trends in time
of birth of children diagnosed with acute lymphoblastic leukaemia (ALL) aged 0 - 4 year are described here using
the original Edwards' and Walter - Elwoods' methodology. Both methods are special types of chi-square test and
compare the nullhypothesis of no seasonality against the alternative hypothesis of an existence of a cyclic trend.

2. HARMONIC ANALYSIS

2.1. Edwards' test
The Edwards' test is one of the earliest of the more sophisticated methods developed as a specific test of cyclic
variation and is here reintroduced using definitions and formulas of the original paper [2]. A simple test for cyclic
trend  in  independent  events  is  presented  in  the  form  of  the  rim  of  a  unit  circle  divided  into  equal  sectors  
(Figure 1.), corresponding to time intervals (eg.: months), and a number in each rim sector specifying the number



of events observed.
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Figure 1

 Edwards’ model where qi = (2i - 1) p /12 for i =1, 2, …, k 

The expected centre of gravity of these masses will be at the circle’s centre  in the absence of any seasonal trend
and  any  excess  of  deficit  in  neighboring  sectors  will  have  a  consistent  effect  on  the  position  of  the  centre  of
gravity.  Thus,  the  distance  from the  centre  of  which  will  have  an  uniform  probability  distribution  on  the  null
hypothesis, and the direction will indicate the position of maximum or minimum liability, or both. This c2 -test

compares the hypothesis of a uniform distribution throughout the year (Ho) with the assumption that the frequen-
cies follow a seasonal fluctuation over the year (HA). 
Let’s consider N number of  ALL cases which are distributed over k equal sectors (e.g.: k = 12 months). Let ni

denote the number of events in ithsector. The square root of ni  are taken as weights and then placed around a unit
circle at points corresponding to the sector midpoints at angles qi  to an arbitrary diameter. The moment about this

diameter is ni sinqi  and ni cosqi where qi  = (2i - 1)p /12 for i = 1, 2, …, k.
Adding all  these sectors ( i  = 1, 2, ...,  k),  the expected moment is zero. The position of the centre of gravity of

these  points (x
-
 ; y

-
) where    

(1)x
-
=

⁄i=1
k ni cosqi

⁄i=1
k ni

 and y
-
=

⁄i=1
k ni sinqi

⁄i=1
k ni

 .

The distance from the origin is

(2) d = x
-2

+ y
-2

.

The square root of an observed number has an expected sampling variance of slightly less than 1

4
 (was proved by

C.A.B. Smiths[2]), thus the  sampling variance is approximately:
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(3)s2=⁄i=1
k 1

4
sin2 qi = k

8
or 1

8 N

 units of moments squared,  and the test statistics:

(4)c2=8N(x
-2

+ y
-2

) with 2 d.f.

In case of a simple harmonic trend the frequency is proportional to

(5)fi = 1+ asinHqi - q*)

From (5) the estimate of a =4d and q*=arctanK y
-

x
- O, whereq* gives the direction of the maximum rate.

It should be noted that such a curve has just one peak and one trough during the year. A simple extension of this
method to test for the occurrence of two peaks and troughs in the year would be through the hypothesis that the
frequencies follow a sinusoidal curve of period six months [3]. The two peaks are exactly six months apart and of
the same height in this curve. In mathematical  terms the hypothesis is the same as expression (5)  -  test  against
uniform  distribution  (no  seasonal  variation)  -  except  that  qi

' is substituted forqi where  qi
' = (2i-1)p/6  

for  i  =  1,  2,  …,  k.  The  calculation  and test  statistic  are  the  same as  (4)  above replacing qi
'  instead  of  qi  in  the

expressions of quantities x
-
 and y

-
 in equation (1).

The  goodnes-of  fit  of  the  fitted  harmonic  curve  might  be  tested  using a  further  c2-test  statistic  with  k  -  1 d.f.

under the usual assumptions:

(6)c2=⁄i=1
k Ini-ni

' M2
ni

'
 where ni

'= Nf i

⁄i=1
k fi

.

2.2. Walter - Elwood method
Edwards’ test is widespreadly used but it ignores any possibility of variation in the population at risk which might
be  responsible  for  the  cyclic  variation  of  the  disease  incidence  and  suffers  from  the  lack  of  power  for  small
sample  sizes  [4-5].   Occasional  extreme  values  in  the  data  as  well  as  cyclic  variations  of  other  forms than  a
simple harmonic curve have also  an influence on test statistic  [6], such as the assumption of the equally spaced
time intervals may not be  fulfilled in practice,  e.g.  due to the unequal lengths of  the months.  Although various
modifications of this test have later been employed [3-7], only the Walter-Elwood’s test [7] use data of popula-
tion at  risk.  Thus, this  test  is a  generalization of  Edwards’  test.  Following Edwards, within  a  certain time span
(e.g.: a year) there are k sectors (e.g.: 12 months) and that in ith sector there are ni  events from a population at risk
of size mi  (e.g.: total births during that month). The total number of events and the total number of population at

risk are N = ⁄i=1
k ni  and M = ⁄i=1

k mi , respectively.

The  data  also  weighted  by  ni and  placed  around  the  unit  circle  at  sector  midpoints  at  angles

qi to an arbitary diameter.  The equation (1)  is also  the position of  the centre  of  gravity of  these  points (x
-

 ;  y
-
).

The  population  at  risk  is  respected  to  calculate  the  expected  values  of   x
-

 and  y
-
,  by  replacing

ni by its expectation E(ni)=Nmi/M everywhere in (1) and obtain after symplifying: 

(7)EIx-M = m
x
- ==

⁄i=1
k mi cosqi

⁄i=1
k mi

 and E(y
-
) = µ

y
−=

⁄i=1
k mi sinqi

⁄i=1
k mi

 .

Walter and Elwood estimated the variance of ni  as approximately 0.25, thus the variances of the sample centre
of gravity’s coordinates are:

(8)s
x
-
2=

⁄i=1
k 1

4
cos2 qi

K⁄i=1
k NmiêM O2

 and s
y
-
2=

⁄i=1
k 1

4
sin2 qi

K⁄i=1
k NmiêM O2

.

The test statistic assuming  x
-
 and y

-
 are normally distributed is:

Seasonality of birth for acute lymphoblastic leukaemia  3



(9)c2=
x
-
-m

x
-

s
x
-

2

+
y
-
-m

y
-

s
y
-

2

 with 2 d.f.

The distance (d) of the sample centre of gravity from its null expectation is given by: 

(10)d = Ix- - m
x
-M2 + Jy

-
- m

y
-N2

Equation (5) became: 

(11)ci = mi@1+ acosHqi - q*)]

where  a  is  a  measure  of  the  cyclic  variation  and  q* gives the discretion of the maximum rate anda andq* are

estimated

(12)a=
2Bd kM -⁄i=1

k mi cosHqi-q
*LF

⁄i=1
k mi cosHqi-q

*L
 and q*=Tan-1

y
-
-m

y
-

x
-
-m

x
-

, respectively. 

In  the  case  qi = 2pi êk,  mi = M êk, i = 1, 2, ...,k it may be shown thatmx
- = 0 andmy

-  =  0  and  that  (9),  (10)  and

(12) reduce to the corresponding Edwards’ test statistic. Here again, the adequacy of the description of the data
afforded by a simple harmonic curve may be evaluated by a goodness-of-fit test using a further c2 statistics: 

(13)c2=⁄i=1
k Ini-ni

' M2
ni

'
 with 2 d.f., and the expected frequencies ni

'  are calculated by ni
' = Nci

⁄i=1
k ci

.

The fitted cyclic curve has also just one peak and one trough during the year. The extension of this method to test
for  the  occurrence  of  two peaks  and  troughs  in  the  year  is  similar  to  described  above  for  Edwards’  test  when
equal month lengths are used. In mathematical terms qi

' is substituted forqi to calculateci, where qi
' =  (2i  - 1)p/6

for i  =1,2,…,k . The calculation and test statistic are also the same as above using qi
'  instead of qi  in the expres-

sions  of  quantities  x
-

 and  y
-
.  The  refinement  of  using  exact  month  lengths,  in  practice,  makes  unremarkable

difference in results.

3. ILLUSTRATIVE EXAMPLE

3.1. Study population
Children born during 1981-1997 in South Hungary were considered. Data from the Central Demographic Agency
were available  on the number  of  births for  each month over the  study period but  by gender  only for  each year
[11]. The number of births in each month for each gender was estimated assuming no monthly variation in gender
ratio within any year.  Registrations of  first  malignancies for  children, born and diagnosed with ALL under age
five  years  in  Hungary  before  the  end  of  2002  were  obtained  from  the  Hungarian  Pediatric  Oncology  Group
(HPOG). Month was used as the time unit of the analysis. The pattern of annual cyclical variation was studied for
month  of  birth.  Three  methods  were  applied  for  the  detection  of  seasonal  variations  with  both  twelwe  and  six
month periods in both  Edwards’ and Walter-Elwood methods.

3.2. Main findings
The  total  number  of  childhood  ALL  cases  diagnosed  under  age  five  years  for  the  study was  121.  There  were
481,984 live births in the study area, during the 17 year-interval of 1981-1997. The monthly distribution of  the
cases and births is shown in Table 1.

Table 1.The monthly number of cases and births in the period 1981-1997 in South Hungary.
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Firstly, we tested whether there is a seasonal pattern with one maximum level and one minimum level per year.
The results of both tests are summarized in Table 2.  There was no evidence of  seasonality of  birth for ALL in
children  for  twelwe  month  period.  However,   evidence  of  seasonality  related  to  month  of  birth  with  peaks  in
February and August was found in the six month period analysis.
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4. COMMENTS AND CONCLUSIONS
We have presented two methods to analyze cyclic variation of ALL in children diagnosed under five year. 
An  investigation  of  seasonality  stands  as  an  important  component  in  the  etiological  description  of  diseases,
particularly  for  certain  cancers  of  childhood  and  infectious  diseases  [12].  The  test  proposed  by  Edwards  has
occupied  a  central  place  in  analyses  of  seasonality of  epidemiological  data  having  been  applied  by  a  large
number of investigators [5,13-14]. The only data required are the number of cases of the disorder. Therefore, this
test does not consider variation in the population at risk.  It  has also been criticized for  being sensitive to occa-
sional extreme values in the data [6]. Walter and Elwood [7] modified and generalized the Edwards’ test to avoid
these  difficulties,  to  allow  for  an  arbitrary  pattern  of  variation  in  the  population  at  risk  and  also  for  unequal
lengths of time intervals. Different from Edwards’ test, the expected number of events is calculated to be propor-
tional  to  the  population  at  risk.  Both  Edwards’  and Walter-Elwood tests  were  originally applied on cyclic  data
with one peak and one trough. Edwards’ test was extended by Cave and Freedman [3] to analyze the occurrence
of double peaks and troughs, and a similar extension of Walter-Elwood test has been applied in our analysis.
Seasonal variation related to time of birth would indicate exposure to an infection in utero or around the time of
birth. We found evidence of seasonality related to month of birth with peaks in February and August. Both peaks
correspond  to  previous  findings  and  could  reflect  the  seasonality  of  infectious  diseases  in  temperate  climates:
respiratory virus infections (for example, influenza) show marked seasonality occurring in the winter months, and
gastrointestinal infections peaks in the summer months [15]. There are hypothesis about the role of infection in
the  aetiology  of  leukemia.  Kinlen  proposed  that  childhood  leukemia  could  be  a  rare  response  to  infectious
exposure. Our study provided some evidence of an effect of exposures to infections around the time of birth. This
data were further analysed in gender effect which was supported by Bolyai fellowship and published [16]. There
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were a significant difference between boys and girls in the pattern of seasonal trends which corresponds to the
findings of our previous study [17].
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